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Technical Skills Assessment Toolbox
A Review Using the Unitary Framework of Validity
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Objective: The purpose of this study was to create a technical skills assess-
ment toolbox for 35 basic and advanced skills/procedures that comprise the
American College of Surgeons (ACS)/Association of Program Directors in
Surgery (APDS) surgical skills curriculum and to provide a critical appraisal
of the included tools, using contemporary framework of validity.
Background: Competency-based training has become the predominant
model in surgical education and assessment of performance is an essential
component. Assessment methods must produce valid results to accurately
determine the level of competency.

Methods: A search was performed, using PubMed and Google Scholar, to
identify tools that have been developed for assessment of the targeted technical
skills.

Results: A total of 23 assessment tools for the 35 ACS/APDS skills modules
were identified. Some tools, such as Operative Performance Rating System
(OSATS) and Objective Structured Assessment of Technical Skill (OPRS),
have been tested for more than 1 procedure. Therefore, 30 modules had at least
1 assessment tool, with some common surgical procedures being addressed
by several tools. Five modules had none. Only 3 studies used Messick’s frame-
work to design their validity studies. The remaining studies used an outdated
framework on the basis of “types of validity.” When analyzed using the con-
temporary framework, few of these studies demonstrated validity for content,
internal structure, and relationship to other variables.

Conclusions: This study provides an assessment toolbox for common surgical
skills/procedures. Our review shows that few authors have used the contempo-
rary unitary concept of validity for development of their assessment tools. As
we progress toward competency-based training, future studies should provide
evidence for various sources of validity using the contemporary framework.

Keywords: assessment, competency, surgical education, technical skills, tool-
box, unitary framework of validity
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O ver the past decade, duty-hour restrictions have driven reevalu-
ation of Halstead’s traditional apprenticeship model for surgical
training. In the Halstedian approach, trainees achieved competency by
performing a large numbers of surgical cases.! This training model
required a significant dedication of time and sacrifices in trainees’
personal lives as they spent long hours in the hospital to perform
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an adequate number of procedures. Gradually, concern was raised
regarding the intertwined issues of resident fatigue, medical errors,
and patient safety.? In parallel, there has been a generational shift in
trainees’ attitudes about life-work balance.>** In 2003, the Accredi-
tation Council for Graduate Medical Education (ACGME) mandated
a restriction in trainee duty hours in all specialties. Philibert and
colleagues’® commented, “The aim of these standards was to promote
high-quality learning and safe care in teaching institutions.” In addi-
tion, in 2008, the Institute of Medicine released its report on resident
duty hours® and recommended additional restriction to duty hours
and other changes in training programs to enhance the experience for
residents and improve patient safety.

With implementation of duty-hour regulations, concerns were
raised that trainees might not have adequate time to develop com-
petencies in the required surgical skills. It has been shown that the
80-hour workweek would result in 6 months to a year reduction of
in-hospital experience in a 5-year residency program. The overall in-
hospital experience, including management of urgent and emergent
conditions, has been considerably impacted with an estimated reduc-
tion of 33% to 50%. This reduction in overall in-hospital experience
also includes a decrease in the opportunities for assisting in surgeries,
which is an important component of surgical training.” Currently, one
of the challenges facing surgical residency programs is providing ad-
equate cognitive and technical training to achieve competency levels
during the course of residency.

In 1999, the ACGME introduced a requirement for instruction
and assessment in 6 domains of clinical competency. A decade later,
the ACGME began a process of restructuring its accreditation sys-
tem on the basis of assessment of these competencies. This system is
called the “Next Accreditation System”. A key element of the Next
Accreditation System is assessment of competencies referred to as
educational milestones. The milestones are “developmentally based,
specialty specific achievements that residents are expected to demon-
strate at established intervals as they progress through training.”® The
aim was to “create a logical trajectory of professional development
in essential elements of competency and meet criteria for effective
assessment.”® Accordingly, surgical educators and leaders have be-
gun to consider approaches to increase the effectiveness of surgical
education. Modification of current curricula can be a stepping stone.

In 2005, the American College of Surgeons (ACS) and the
Association of Program Directors in Surgery (APDS) formed the
Surgical Skills Curriculum Task Force to design a national skills cur-
riculum to enhance training of surgical residents, using a simulated
environment to better prepare trainees for performance in the oper-
ating room.!® The ACS/APDS curriculum was designed on the basis
of ACGME core competencies and consists of 3 phases (Table 1).
Phase 1 includes 20 basic surgical skills modules; phase 2 includes
15 advanced surgical skills modules; and phase 3 includes 10 team-
based skill modules.!! This curriculum has criterion-based goals and
requires trainees to complete modules to a proficiency level before
performing any procedure in the operating room.

Program evaluation is an important step in curriculum im-
plementation and involves evaluating the effectiveness of a given
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TABLE 1. Phases 1/2/3: Basic/Core, and Advanced Skills and
Tasks, and Team-based Training Modules

No. Phase 1 Modules
1 Asepsis and instrument handling
2 Knot tying
3 Suturing
4 Tissue handling, dissection, wound closure
5 Advanced tissue handling, flaps and skin grafts
6 Catheterization, urethral and suprapubic
7 Airway management
8 Chest tube and thoracentesis
9 Central venous access, arterial lines
10 Surgical biopsy
11 Arterial anastomosis
12 Laparotomy, opening and closure
13 Principles of bone fixation and casting
14 Inguinal anatomy
15 Upper endoscopy
16 Lower endoscopy
17 Basic laparoscopic skills
18 Advanced laparoscopic skills
19 Handsewn anastomosis
20 Stapled anastomosis
Phase 2 Modules

1 Laparoscopic ventral hernia repair

2 Laparoscopic colon resection

3 Laparoscopic/open bile duct exploration

4 Abdominal wall stomas

5 Laparoscopic appendectomy

6 Laparoscopic Nissen fundoplication

7 Sentinel node biopsy and axillary lymph node dissection
8 Open inguinal/femoral hernia repair

9 Laparoscopic inguinal hernia

10 Laparoscopic/open splenectomy

11 Laparoscopic/open cholecystectomy
12 Thyroidectomy

13 Parathyroidectomy

14 Gastrectomy

15 Distal/total pancreatectomy

Phase 3: Team-Based Skills

Laparoscopic crisis

Laparoscopic troubleshooting

Latex allergy anaphylaxis

Patient handoff

Postoperative hypotension

Postoperative MI (cardiogenic shock)

Postoperative pulmonary embolus

Preoperative briefing

Retained sponge on postoperative chest radiography
0 Trauma team training

= O 001 WA W —

curriculum in increasing participants’ knowledge and skills in
targeted areas.'> Therefore, an assessment phase was included by
the ACS/APDS to ensure that residents achieve proficiency by the
end of training in the new curriculum. Thus, assessment of trainees
is an essential component of program evaluation.

Recently, the American Board of Surgery (ABS) mandated a
new requirement for assessment of operative and clinical performance
for candidates who will apply for the general surgery certification ex-
amination. Applicants are required to obtain 2 operative performance
assessments and 2 clinical performance assessments conducted by
their program director or another faculty member during residency
training. According to the ABS, this requirement will increase to 6
operative performance assessments and 6 clinical performance as-
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sessments for graduates who will complete their training in the next
few years.'?

This paradigm shift toward competency-based training has
made assessment an important research subject in the field of sur-
gical education. Traditionally, technical skills of trainees have been
assessed using in-training evaluation reports that are completed by
faculty. Although these assessments, which reflect an expert’s opin-
ion of trainee performance, are valuable, they may not produce valid
results.' They are generally subjective and usually fail to provide
specific suggestions to improve deficiencies. '’

In previous literature reviews,'®!” authors have organized their
reviews focused on assessment instruments rather than procedures.
Instrument-based reviews are not helpful to an end user who is simply
looking for an appropriate assessment tool for a specific procedure.
There is a need for an easily navigated assessment toolbox for users
such as program directors who want to assess their residents’ compe-
tency in specific surgical procedures.

The purpose of this article is to provide a technical skills
assessment toolbox, with critical appraisal of the selected tools us-
ing Messick’s unitary framework of validity. Thirty-five basic and
advanced skills/procedures, which mirror the ACS/APDS surgical
skills curriculum, were chosen as the competencies for assessment
instruments in this toolbox. This review also provides insight into
the areas where gaps exist, and further research and development is
needed for competency-based assessments.

VALIDITY

In the current state-of-the-art conceptual framework, validity
is defined as appropriate interpretation of test results, and a validation
study is a process of collecting evidence to support the interpretations
of assessment results.!® In the traditional framework, validity consists
of 3 separate types: content, criterion (including concurrent and pre-
dictive validity), and construct.!®?° Messick,?! however, argues that
“the traditional concept of validity is fragmented and incomplete, fail-
ing to take into account evidence of the value implications of score
meaning as a basis for action and of the social consequences of score
use.” Instead, he offers a unitary concept of validity that

interrelates these issues as fundamental aspects of a more com-
prehensive theory of construct validity addressing both score
meaning and social values in test interpretation and use and in-
tegrating content, criterion, and consequences into a construct
framework for empirically testing rational hypotheses about
score meaning and relevant relationships.?!

Messick?!®7#) emphasizes that

the construct validation [of] the test score is not equated with
the construct it attempts to tap, nor is it considered to define
the construct. [ ... ] Rather, the measure is viewed as just one
of an extensible set of indicators of the construct.

Therefore, validity applies only to the scores or interpretation, in a
specific context, and the commonly used term “valid instrument” is
inaccurate.??~2 In addition, “because validity is a property of infer-
ences, not instruments, validity must be established for each intended
interpretation.””? This principle is based on Kane’s argument-based
approach to validation, indicating that the validity of the results should
be established for each assessment.?>:26 For example, if an instrument
can produce valid scores assessing performance in a simulator, it can-
not be used for assessment of the same procedural skill in the operat-
ing room without a complementary validation study for the proposed
procedure. Thus, “a clear definition of the intended construct is the
first step in any validity evaluation.”?

In 1999, the unitary definition of validity was endorsed
by the American Educational Research Association, the American
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Psychological Association, and the National Council on Measure-
ment in Education (Standards 1.1, 1.2, 1.3, and 1.4).'® Since then,
this definition has been incorporated in the Standards for Educational
and Psychological Testing. In the contemporary framework, construct
validity is the only form of validity.?’ Researchers investigate the “ev-
idence for the validity of results and the use of those results” from
multiple sources.?’ In the new approach, validity is a construct with
various facets, and the validation process requires identification of the
relevant “sources of validity” for these facets. Therefore, the phrase
“types of validity” has been abandoned and replaced with “sources
of validity.”'® These sources are content, response process, inter-
nal structure, relationships to other variables, and consequences of
testing.'® A brief description of each source of validity, with relevant
examples, is provided in Table 2.

Over the past decade, many tools for assessment of perfor-
mance in a wide variety of procedures have been designed. Although
the unitary framework of validity was introduced more than a decade
ago, the majority of studies have applied the traditional framework
for validity to design their assessment tools. Similarly, most pub-
lished systematic reviews'>-2’-2° have used the traditional framework
ofvalidity to examine the quality of assessment tools, with the authors

reporting on the different “types of validity” (face, content, construct,
concurrent, predictive validity).

This use of outdated concepts of validity demonstrates a lack
of familiarity with the contemporary framework accepted as superior
by researchers and authors in surgical education. In 2010, Korndorffer
et al®” called for use of the contemporary definition of validity in the
surgical literature. They reviewed validation studies in laparoscopic
simulator education and demonstrated the limited use of the con-
temporary framework for establishing validity. They suggested that
surgical educators should use this framework to examine assessment
methods to avoid inappropriate assessment of performance.*°

In 2 recent systematic reviews, Van Hove et al'® and Ahmed
et al'’ identified and reviewed the instruments that have been de-
veloped for objective assessment of procedural skills. Van Hove
et al used the review by Gallagher et al®' that was published in
2003, and Ahmed et al used the definitions proposed by Van der
Vleuten® for validity. These authors used “types of validity,” that is,
the traditional framework, in their articles. Van Hove et al also eval-
uated the studies by applying the evidence-based medicine levels of
evidence. Although the authors of the aforementioned reviews used
the traditional framework for conceptualizing validity, they offered

117

TABLE 2. Validity: Sources of Evidence*

Evidence Source Definition

Examples

Content
construct it is intended to measure.”

Process response

and reporting of results.

The “relationship between a test’s content and the

Analyses of responses (actions, strategies, thought
processes) of individual respondents or observers.
Differences in response processes may reveal sources
of variance irrelevant to the construct being
measured. It includes instrument security, scoring,

Test blueprint

Representativeness of items to the domain

Logical/empirical relationship of content tested to achievement
domain

Development strategies to ensure appropriate content representation

Item writer qualifications

Analyses by experts for adequacy of items representing the content
domain

Trainee format familiarity

Understandable/accurate descriptions/interpretations of scores for
trainees

Rater training

Quality control of scoring

Validation of preliminary scores (pilot study)

Accuracy in combining different format scores

Quality control/accuracy of final scores/marks/grades

Subscore/subscale analyses

Accuracy of applying pass—fail decision rules to scores

Internal structure

Relations to other variables

Consequences

Degree to which individual items within an instrument
fit the underlying constructs. It is often reported by
measures of internal consistency reliability and factor
analysis.

Relationship between scores and other variables relevant
to the construct being measured. Relationships may
be positive (convergent/predictive) or negative
(divergent/discriminant) depending on the constructs
being measured.

Assessments are intended to have some desired effect or
may have unintended effects.

Item analysis data [item difficulty/discrimination, item/test
characteristic curves (ICCs/TCCs), interitem correlations,
item-total correlations]

Score scale reliability

Generalizability

Item factor analysis

Psychometric model

Correlation with other variables or scores on other performance
assessments (correlation between postgraduate level and scores)

Test-criterion correlations

Generalizability of evidence

Impact of test scores/results on trainees

Consequences for learners/future learning

Positive consequences outweigh unintended negative consequences?

Reasonableness of method of establishing pass—fail (cut) score

Pass—fail consequences (P/F decision reliability—classification
accuracy)

Instructional/learner consequences

Method of determining pass—fail score; differential pass—fail rates
among examinees expected to perform similarly

*From Downing and Yudkowsky*’ and Beckman et al.3*

© 2014 Wolters Kluwer Health, Inc. All rights reserved.

www.annalsofsurgery.com | 253

Copyright © 2014 Wolters Kluwer Health, Inc. Unauthorized reproduction of this article is prohibited.



Ghaderi et al

Annals of Surgery  Volume 261, Number 2, February 2015

valuable information about the current status of research on assess-
ment of technical performance and the validation process in the field
of surgical education.

METHODS

A search was performed using PubMed and Google Scholar
to identify the instruments that have been developed for assessment
of targeted technical skills. The reference lists of previous system-
atic reviews were used as the benchmark for the search results. The
selected studies were reviewed, using the unitary framework of va-
lidity to interpret their results. The evidence authors provided for
validity of their interpretations concerning assessed constructs was
reviewed. These studies were examined to determine whether their
results could be interpreted according to the new conceptualization
of validity. Studies were evaluated on the basis of whether they eval-
uated different sources of validity using the current unitary concept,
that is, “construct validity” or “types of validity” and whether the
authors reported a “valid instrument” as distinguished from “valid
scores/interpretations.”3

As the majority of studies used the traditional framework, we
extracted data that could be considered sources of validity. To quantify
the degree each source of validity was reported, we adopted the rating
system of Beckman et al,* with some modifications. Beckman and
colleagues originally rated studies as follows: “N” for studies with no
discussion of the source of validity evidence and/or no data presented,
“0” for studies that discussed the source of validity evidence but
did not provide any data or the data failed to support the validity
of instrument scores, and “1” or “2” for studies in which the data
“weakly” or “strongly” supported the validity of score interpretations,
accordingly. Beckman and colleagues did not award a score of “0” to
any study in the content category. They stated that “any discussion
of content evidence would constitute data, and it seems unlikely that
data would not at least weakly support the content of any published
instrument.”3*

An issue with Beckman’s rating scale is that it is essentially
dichotomous, with studies either weakly or strongly supporting the
validity of score interpretations. The advantage of this simplified
scale is its ease of use and high agreement among reviewers. On
the contrary, it does not represent the wide variation that studies
have provided for the validity of their interpretations. Therefore, we
broadened the above rating scale and added an extra level. Our scoring
system was as follows: 0 = no discussion or data presented as a source
of validity evidence; 1 = data that weakly support the validity of score
interpretations; 2 = some data (intermediate level) that support the
validity of score interpretations, but with gaps; and 3 = multiple sets
of data that strongly and completely support the validity of score
interpretations (Table 3).

The full texts of relevant articles were retrieved and authors
I.G. and FM. independently reviewed the selected studies and as-
signed scores using the above rating scale. The interrater reliability
between their scores was calculated using intraclass correlations. Dis-
agreements were resolved by discussion to reach consensus on the
final ratings (Table 5).

The ACS/APDS curriculum skills modules (all 35 procedu-
ral modules in phases 1 and 2) were used as a template to create
the toolbox. Although their curriculum was originally proposed to
prepare residents before entering the operating room, assessment of
skills and determination of competency within a training program
are not restricted to a simulated environment. Thus, we included
all the relevant tools regardless of whether they have been devel-
oped and tested in the laboratory or the clinical workplace (operat-
ing room or endoscopy suite). Using a similar template in both the
simulated environment and the operating room creates a universal
standard that enables programs to monitor the performance of resi-
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dents longitudinally. The only caveat is that these assessment tools
should produce valid results in the operating room before their formal
implementation.

We did not include motion analysis systems, such as ICSAD,3
ADEPT,*® ProMIS,*” HUESAD,*® and TrEndo,*® in our toolbox.
These instruments have been used mostly in simulation laborato-
ries and occasionally in operating rooms in the institutes where they
were developed. They require extensive infrastructure, and imple-
mentation of these systems is costly and is, therefore, generally not
feasible.

With regard to the simulators, we included only the FLS*
(Fundamentals of Laparoscopic Surgery) curriculum in our toolbox.
Although the FLS laparoscopic trainer box is designed for training
and assessment of laparoscopic skills in a simulated setting, it has
been shown to correlate positively with performance in the operating
room.*'~* For these reasons, the FLS curriculum is now part of
the basic and advanced laparoscopic skills modules included in the
ACS/APDS National Skills Curriculum and is one of the requirements
for certification by the ABS.

RESULTS

Twenty-three assessment instruments for 30 modules (out of
35) were identified. We identified no instruments for assessment of
5 procedures/skills: Advanced tissue handling; flaps and skin grafts;
catheterization; urethral and suprapubic, inguinal anatomy; laparo-
scopic/open splenectomy; and distal/total pancreatectomy. Table 4
describes the characteristics of these studies and the reported instru-
ments. It also includes the setting (operating room [OR] or endoscopy
suite vs simulated environment), the framework of validity (valid
tool vs valid results/interpretations), and the presence of evidence
for sources of validity. Only 3 studies (OPRS,* Mayo Colonoscopy
Skills Assessment Tool [MCSAT],*® Ottawa Surgical Competency
Operating Room Evaluation [O-SCORE]*’) used Messick’s frame-
work to design and interpret their results. The rest used the traditional
framework of validity. When these results were analyzed in the unitary
framework, a few sources of validity, including content, internal struc-
ture, and relationship to other variables were identified. A majority of
these studies failed to provide evidence for the consequences of as-
sessments. Some tools, such as OSATS,*® OPRS,* and O-SCORE,¥
have been tested for more than 1 procedure (modules 4, 8, and 13),
and more than 1 assessment instrument has been developed for some
common surgical procedures such as laparoscopic cholecystectomy,
laparoscopic colectomy, and hernia repair. The 2 main measures that
have been reported are reliability (interrater reliability and/or internal
consistency) and whether these tools generated scores that could dif-
ferentiate trainees with different levels of skills. The latter has been
assumed as adequate evidence for construct validity by many authors.
In the contemporary framework, these 2 aspects can be categorized
under internal structure and relations to other variables, respectively.
The overall agreement between 2 raters was high (83.64%). Interrater
reliability was good for all categories of validity (weighted « range:
0.68-0.88) (Table 5).

DISCUSSION

Our results show that there has been a considerable lag in use
of the contemporary framework for conceptualizing validity, and that
framework has not been adopted by surgical educators. It seems that
over the past decade, assessment in surgical literature has evolved in
isolation, without benefit from advances in the science of assessment
in parallel fields. In this section, the results of the aforementioned
studies are analyzed on the basis of the 5 sources of validity evidence
specified in the unitary framework.
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TABLE 3. Criteria for Rating Validity Evidence

Evidence Category Rating™* Rating Criteria
Content 0 No discussion or data regarding the instrument content
1 Only discussion or limited amount of data (simply listing items without justification)
2 Listing assessment themes with some references and justifications, limited description of the

process for creating the instrument
Alternatively, reference to a prior study on an assessment instrument that meets these criteria
3 Well-defined process for developing instrument content, including both an explicit
theoretical/conceptual basis for instrument items and systematic item review by experts

Response process

No discussion or data regarding the response process

1 Minimal discussion and limited data presented. Use of an instrument without reporting the
results. Discussing the impact of response rate on assessment scores or speculating on the
thought processes of learners

2 Some data regarding thought processes and analysis of responses. Some data about
implication of systems that reduced response error
3 Multiple sources of supportive data, including critical examination of thought processes,

analysis of responses for evidence of halo error or rater leniency, or data demonstrating low

response error
No discussion or data

Minimal data with regard to internal structure, some reliability with a single measure
Factor analysis incompletely confirming anticipated data structure or a few measures of

Internal structure

N — o

reliability reported

3 Factor analysis confirming anticipated data structure or multiple measures of reliability. Item
analysis data, item/test characteristic curves (ICCs/TCCs), interitem correlations, item-total
correlations), generalizability analysis

Relation to other variables

No discussion or data

1 Correlation of assessment scores to outcomes with minimal theoretical importance, a single
measure of validity (relationship between level of training and scores)

2 Correlation of assessment scores to outcomes with some theoretical importance

3 Correlation (convergence) or no correlation (divergence) between assessment scores and
theoretically predicted outcomes or measures of the same construct. Such evidence will
usually be integral to the study design and anticipated a priori, generalizability evidence

Consequences

No discussion or data

1 Limited data about the consequences of the assessment. Merely discussion about the
consequences of assessment (eg, data regarding usefulness of assessment based on
postassessment survey)

2 Description of consequences of assessment that could conceivably impact the validity of score
interpretations (although these impacts are not explicitly identified by the authors)

3 Description of consequences of assessment that clearly impact on the validity of score
interpretations, as supported by data and convincingly argued by the authors. Such
evidence will usually be integral to the study design and anticipated a priori

*Scoring system: 0 = studies that no discussion or data presented as a source of validity evidence; 1 = the study provided data that weakly support the validity of score
interpretations; 2 = the study provided some data (intermediate level) that support the validity of score interpretations but it was incomplete; and 3 = the study provided multiple

sets of data that strongly supported the validity of score interpretations.
Adopted and modified from Beckman et al.3*

Content

Content evidence refers to the “relationship between test con-
tent and the construct of interest.”*® To provide evidence for this
aspect of validity, an educator or practitioner who has expertise in the
related content domain would create a blueprint that is representative
of a targeted construct (eg, surgical skill/ procedure). There should
be a “logical and empirical” relationship between the content of the
test and the content domain of the construct.*’

With respect to this source of validity, the authors of the ma-
jority of these studies mention, to some extent, the process of devel-
oping their assessment instruments. The expert consensus approach
was the most common method. In this approach, local experts cre-
ated a blueprint, using their own expertise and input from textbooks,
videos of procedures, and pertinent literature. There was, however, a
large variation with respect to use of this methodology in the develop-
ment of the assessment tools and the amount of information authors
reported. Although authors of some studies provided very little in-
formation about this process,*® others, such as Palter et al,’' carried

© 2014 Wolters Kluwer Health, Inc. All rights reserved.

out an extensive process, using the Delphi model to incorporate the
opinions of a larger pool of experts in different countries to ensure
the comprehensiveness of their blueprint for laparoscopic colectomy.
Some authors included independent content experts to review their
blueprint or used a multicenter design to improve the representative-
ness of their tool, including experts across several institutions.”>

Response Process

Response process is defined as “evidence of data integrity such
that all sources of error associated with the test administration are
controlled or eliminated to the maximum extent possible.”?’ It entails
analysis of responses and accuracy of scoring and reporting of results.
Because the differences in response processes may result in variance
that is irrelevant to the construct being measured, one must examine
“the reasoning and thought processes of learners or systems in order
to reduce the likelihood of response error.”3* Therefore, for example,
instrument items and anchors describing points on the rating scale
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TABLE 5. Interrater Reliability by Validity Evidence*

Validity Evidence % Agreement ICC

Content 81.82 0.68 (0.17)
Response process 81.82 0.77 (0.17)
Internal structure 78.79 0.79 (0.17)
Relationship to other variables 90.91 0.88 (0.17)
Consequences 84.85 0.85(0.17)
Overall 83.64 0.85 (0.08)

*Values within parentheses represent standard errors.
ICC indicates intraclass correlations.

should be explicit and clear. Response process also includes accuracy
of data collection and the process of data entry into a database.

All of the tools included in this toolbox with the exception
of FLS are observational and in the form of global rating scales,
checklists, or error-based systems that require an observer to com-
plete the assessment. In the FLS system, the time and preset errors
are used as rating measures. The observer could be a practicing sur-
geon, educator, a faculty member, or a member of the research group.
To increase the consistency of observations, observers need specific
training about the tool to use it uniformly when assessing performance
of trainees. For example, one of the initial steps in any laparoscopic
procedure is port placement. The attending surgeon may point out
where ports should be placed instead of allowing the trainee to decide
independently about appropriate port placement. Giving the trainee
the opportunity to decide about port placement does not mean that the
attending will allow inappropriate placement of ports, which would
compromise patient safety, but rather that he would allow the trainee
to demonstrate his or her knowledge of the steps of the operation
and the associated relevant skills. The MCSAT tool*® provides a sim-
ilar example during assessment of performance in colonoscopy. The
author comments, “[During colonoscopy], instructing staft [should]
not point out pathology until fellows have had a chance to inde-
pendently identify or correctly interpret pathologic findings, as is
typically done.”

The Likert-format rating scale is the main format that has
been used in global rating scales. One of the issues with this for-
mat is the tendency of assessors to not use the entire scale (scale
shrinkage). Although the anchors are written to aid the assessment
of technical competencies in a particular task/procedure (criterion-
based assessment), the general tendency is to rate the performance of
trainees according to their postgraduate year level (normative-based
assessment). Therefore, training raters is very important to improve
the accuracy of rating, and thereby increase the interrater agreement
(discussed under the section “Internal Structure”).

Once the validation process commences, collected assessments
should be reviewed after a few scoring sessions to verify the accuracy
ofratings. This can be done in the form of a pilot study in which issues
related to implementation of the assessment form are addressed. An
appropriate adjustment to the tool or training of observers can take
place accordingly.

Internal Structure

This source of validity evidence “relates to the statistical or
psychometric characteristics of” the assessment tool. It is usually re-
ferred to as “reliability” and includes reproducibility and generaliz-
ability of results.*’ If test scores are not reproducible (ie, not reliable),
it is “nearly impossible to interpret the meaning of those scores.” In
other words, lack of reliability equals lack of validity, and, therefore,
reliability is categorized under validity in the unitary framework of
validity.

© 2014 Wolters Kluwer Health, Inc. All rights reserved.

The commonly used measures of this aspect of validity derive
from item analysis data (interitem and item-total correlation), and
internal consistency and interrater reliability data. With respect to in-
teritem correlation, high correlations between items demonstrate that
they measure the same construct. On the contrary, low correlations be-
tween items indicate that they may be measuring different constructs
review. The majority of the studies assessed interrater (observer)
and/or intraclass correlations using Pearson correlation coefficients.
Few studies reported internal consistency using Cronbach «.

Only 2 studies used generalizability theory to study reliability.
The Southern Illinois University group used this analysis to estimate
dependability indices across OPRS ratings.*> These authors provided
an estimate of the number of ratings required to achieve the recom-
mended level of reliability (2.3 OPRs per month). The authors of
O-SCORE?Y performed an analysis of variance on the ratings and
demonstrated that it would take at least 5 O-SCORE observations per
trainee to produce a g-coefficient of 0.80.

Relationship to Other Variables

This aspect of validity is conceptualized as the correlation be-
tween the instrument assessment scores and the scores of appropriate
criterion measures.?’ Usually, the newer measure is validated against
a well-known existing measure, against which both convergent and
divergent correlations are possible.?’ The majority of these studies
are hypothesis driven. One of the most common correlations, referred
to as “known group construct validity,”> is that between performance
scores and the level of experience or training. Most validation studies
in the surgical literature examined assessment tools in 2 groups of
subjects expected to have a large gap in skill levels, usually novices
and experts. Although this type of correlation represents a small facet
of validity, it seems that many authors considered this to be the main
source of construct validity and, therefore, made no further attempts
to investigate other sources of validity for their tools.

Other studies showed the correlation between the scores of
a test and scores generated by other instruments. For example,
the McGill group showed that there was a positive correlation be-
tween the results of their procedure-specific GOALS (GOALS-TH,*
GOALS-GH*) and the generic GOALS. Datta et al*> showed a
significant correlation between the scores generated using OSATS
and that of motion analysis assessments (ICSAD) during standard-
ized laboratory-based tasks. Similarly, Moorthy et al’*® demonstrated
a strong correlation between ICSAD scores and total checklist
scores. This checklist was developed for assessment of intracorporeal
suturing.

Consequences

Another important measure of validity focuses on the conse-
quences of assessment for learners. This category is the least studied
aspect of validity.?” Consequences can be positive or negative and in-
tended or unintended.*” Messick?' recommends including “evidence
and rationales for evaluating the intended and unintended conse-
quences of score interpretation and use in both the short- and long-
term, especially those associated with bias in scoring and interpreta-
tion or with unfairness in test use.” The significance of consequences
depends on whether the tool is designed for formative assessment
(for feedback) or summative assessment (pass/fail) and whether it is
used for low versus high stakes assessments (eg, some end of rotation
evaluations vs yearly promotion or licensing purposes).

Using consequences as a source of validity evidence has been
a subject of controversy. Opponents argue that the consequences of
an assessment are beyond the scope of a validity study and defer to
policy makers the decisions about the impact and the appropriateness
of its use.’” Mehrens comments,>®
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The consequences of a particular use do not necessarily inform
us regarding either the meaning of a construct or the adequacy
of a particular assessment process in measuring that construct.
Indeed, the meaning of the construct and evidence that the test
measures that construct may be well established prior to some
specific use.

He adds that the consequences are often political value judg-
ments that may not provide any information about “the accuracy of
the inferences about whether the assessment is a good measure of a
construct.”®

In contrast, advocates of including consequences in instru-
ment validation argue that consequences reflect “the soundness of
test-based decisions.”>” They believe that the consequences of an as-
sessment can reflect flaws in the conceptualization of the assessment
tool and interpretation of the scores/results. For example, the unin-
tended consequences can be due to the presence of threats to validity,
for example, “construct underrepresentation or inclusion of sources
of construct-irrelevant variance.”>’ Other authors, such as Shepard,>
comment that consequences should be carefully studied but that they
categorically are not part of validity.

We believe that the consequences of assessment in
competency-based medical and surgical training are crucial, and re-
gardless of whether we consider them a source of validity evidence or
not, the consequences of each assessment should be carefully exam-
ined, and the evidence for its appropriateness of use must be demon-
strated. Among the assessment tools included in this toolbox, only
5 studies (FLS,** OPRS,* O-SCORE,* MCSAT,* and GAGES>?)
reported data regarding the consequences of their use. The authors of
FLS and OPRS further established the evidence for the consequences
of their assessments through several follow-up studies. Currently, the
FLS assessment system is used by the ABS as part of its certification
process.

In summary, the 2 main validity measures that have been re-
ported are reliability (interrater reliability and/or internal consistency)
and discrimination (whether these tools generated scores that could
differentiate trainees with different levels of skills). The latter has
been assumed to be adequate evidence for construct validity by many
authors. In the contemporary framework, these 2 aspects can be cat-
egorized under internal structure and relationship to other variables,
respectively. There are very few studies that have gone beyond these
2 measures and investigated the evidence for other sources of validity.

CONCLUSIONS

This study provides an assessment toolbox for common sur-
gical skills/procedures, with appraisals of the validity evidence for
instruments in the toolbox. Our review shows that few authors have
utilized the contemporary unitary concept of validity for development
and appraisal of their assessment tools. With the current level of va-
lidity evidence, we recommend that most assessment tools should
be used only for instructional purposes and/or formative assessment.
Before any further application of these tools, for summative and high
stakes assessments, such as medical certification and recertification,
extensive validation processes must first take place. As part of this pro-
cess, researchers should determine the short- and long-term impact
of the results generated by these tools on trainees. These outcomes
can be used to establish evidence-based pass—fail scores. In this con-
text, application of generalizability theory can assist researchers to
determine how many assessments are needed to obtain an accurate
measure of ability.*> Using this rigorous method, researchers will
be able to establish different pass—fail cut points for various levels
of performance in different contexts. Ideally, such cut points can be
used as a complementary tool to decide whether and when trainees
are ready for the OR, after practicing in a simulated curriculum, or
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whether they should pass a rotation or get promoted at the end of a
postgraduate year. Eventually, such thresholds can be used as part of
a multisource competency-based assessment for graduation of sur-
geons from residency programs. For example, FLS certification is
one of the ABS requirements for board eligibility.

As we move toward the competency-based training and as-
sessment model, future studies of the assessment instruments should
provide evidence for all sources of validity (especially consequences),
address the lack of data for generalizability of current assessments,
and determine the appropriateness of these methods and instruments
for formative and summative assessment. These studies should focus
on filling gaps by providing further validity evidence for existing as-
sessment tools. The results from a decade of research in developing
assessment tools can provide a platform and foundation for future
research. As demonstrated in this study, there are flaws in the design
and conceptualization of some of these tools. Future studies should
improve existing tools and take advantage of work already done, in-
stead of “reinventing the wheel” by creating new tools where tools
already exist.

Although the feasibility of implementing these assessment
tools in any training program is beyond the scope of this article,
we would like to emphasize the importance of considering this cru-
cial aspect, that is, feasibility. Training programs should take into
account barriers such as faculty time constraints, residents’ duty-
hour regulations, and lack of familiarity of the faculty and residents
with these tools. For successful implementation, program directors
should select the tools that are both easy to use and for which there are
well-established sources of validity evidence in the literature. Sim-
ilar to the concept of evidence-based medicine, surgical educators,
program directors, and other teaching faculty should embrace only
these tools after significant and positive educational outcomes have
been demonstrated. The aforementioned deliberations, in combina-
tion with faculty development, would most likely result in a high
compliance rate in use of these tools by faculty.
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